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Abstract

In this paper, we present our experience to
estimate the reliability of a large distributed
system composed of several hundred points of
presence. The system’s reliability metric is re-
quired by contract to be obtained. A simple ap-
proach is presented to accurately approximate
the desired metrics.

1 Introduction

In large industrial software development ef-
forts, it is usually important to track software
quality improvement during system test. Relia-
bility growth models have been commonly used
to account for quality improvement during sys-
tem test efforts, as fault detection and removal
takes place. An example of the application
of reliability growth models to the estimation
of the reliability metrics of telecommunication
switches was presented in [9]. However, once
the software is deployed in production, relia-
bility is usually estimated by observing actual
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failures and estimating the overall system fail-
ure rate [7]. When the system under study is
composed of very reliable nodes, failures are
likely to be rare events, and the failure sample
size is usually small.

In this paper, we present an experience re-
port of the reliability estimation of a large in-
dustrial distributed system. For this system,
which we call the system under study, we were
required by contract to estimate the reliabil-
ity of a large distributed network of nodes. As
a result, we have developed an approach that
can be used to derive an approximation of the
reliability for the large network of distributed
nodes. The important system failure parame-
ters for this effort were identified as the system
mission time and the service impact of failure
on the system nodes. In addition, the devel-
oped approach had to account for vendor re-
liability data and field-measured failure data.
The approximation of the reliability was used
to demonstrate that the deployed network of
nodes meets the contracted reliability objec-
tive.

In [7] important issues related to reliabil-
ity metrics interpretation by designers, project
managers and other stakeholders within a
project organization were discussed. The au-
thors showed how difference in interpretation
of reliability metrics could lead to increased



costs to the organization due to misunderstand-
ings of the meaning of Mean Time to Failure
and its confusion with measurements of fail-
ure rates that were based on small samples.
Therefore, the authors recommended the use
of statistically-proven approaches for reliability
modeling. In [7], it was shown that the shape
of the reliability function is usually a bathtub
curve as shown in Figure 1. Therefore, it is
important for data analysis approaches to sta-
tistically validate that the nodes under test are
after infant-mortality phase and before wear-
out phase. It was also reported in [7] that a
twelve-month aggregate average should be used
to estimate the constant hazard rate. As the
testing period in the case study presented in
this paper was three months, we used a com-
bination of vendor data and failure data to en-
sure the nodes under test were in the constant
failure rate phase and to adjust for error in-
troduced by the short three-month reliability
period for data collection.

In the large distributed software environ-
ment under study in this paper, service is pro-
vided to applications at several hundred loca-
tions, which we call the system points of pres-
ence (POPs). In addition, alternate routes
are provided between important POPs. The
system under study was designed to be fault-
tolerant to certain node faults. If such faults
are repaired in time, there would be no service
affecting failure associated with these faults, as
service would continue to be provided to the as-
sociated POPs through alternate routes. Even
if the fault manifests itself as a failure at the
service boundary, a small fraction of the avail-
able POPs would be usually affected.

Network reliability analysis problems have
been
shown to be NP-Hard [5]. Monte Carlo simula-
tion methods [6] and Artificial Neural Networks
(ANN) [11] have been used to estimate large
networks reliability. In this paper, we take ad-
vantage of the structure of the distributed sys-
tem under study and apply Transient Markov
Chain Analysis [14, 13] to derive an approxima-
tion of the reliability of a very large distributed
system composed of several hundred points of
presence (POPs).

Section 2 presents the distributed system un-
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Figure 1: Hazard Rate Function

der study and Section 3 presents the Markov
model we use in this work to estimate the sys-
tem reliability. The equation used to compute
the approximation of the system reliability is
introduced in Section 4. Section 5 presents an
analysis of the approximation error. The sum-
mary of the proposed reliability estimation ap-
proach is introduced in Section 6. In Section 7,
we present our conclusions and suggestions for
future research.

2 System under Study

For the reliability estimation purpose, the
node faults to be considered are those faults
that propagate to the service boundary.
These faults are therefore classified as service-
affecting failures. Because the system under
study was provisioned with alternate routes to
points of presence (POP), a POP is said to be
service-impacted if more than one node failure
leads to a service outage at the POP.

Table 1 shows how many POPs belong to
each area group(AG). The node failure to POP
impact mapping in Table 1 will be used in
Equation 1 to weight each failure state proba-
bility by the number of POPs that were service-
affected by the associated equipment failure.

The next step in the reliability-estimation
process is to compute the number of POPs af-
fected by an area outage. Table 2 shows the
relationship between node failures and the af-
fected AGs. Tables 1 and 2 were derived from
the system topology. The system topology is



not, described to protect the customer’s intel-
lectual property.

The data contained in Tables 1 and 2 show
how many POPs are under control of a set of
nodes. For example, if node equipment labeled

Table 1: Number of POPs per Area Group

AG | POPs || AG | POPs || AG | POPs
1 7 13 11 45 1
2 10 14 ) 46 2
3 9 15 5 51 1
4 4 16 8 56 6
5) 3 17 7 62 2
6 3 18 8 67 5
7 10 19 9 92 1
8 8 20 12 93 1
9 13 34 1 94 1
10 8 39 12 95 1
11 8 43 11 96 1
12 6 44 1 97 1
98 1

Table 2: Node Failure Impact on the Area
Groups (AGs)

Node Aff. || Node Aff.
AGs AGs
NODO02, NOD18 1 NODO08, NOD20 10,
11
NODO09, NOD20 9 NODO09, NODO02 7,
8

NODO02, NOD03 | 56
NODO03, NOD22 | 62
NODO7, NOD17 | 46,

NODO03, NOD20 | 20
NODO03, NOD18 | 51
NOD20, NOD23 | 12,

92 39
NOD20, NOD24 | 13 || NOD23, NOD24 | 14
NOD23, NOD07 | 16, || NOD17 92

NODO07, NOD15 | 93, || NODO05, NOD17 | 34,

NODO05, NOD15 44, NODO05, NOD19 18

93
NODI13 95 || NODO05, NOD10 | 43
NOD14 94 || NOD24, NOD11 | 15
NOD24, NOD21 | 6 NOD21, NOD22 | 5

NOD12 98 || NODO1, NOD18 | 67

NODO04 96
NODO06, NOD19 | 19
NOD10, NOD19 | 3

NODO1, NOD22 | 4
NOD10, NOD1§8 | 2
NOD16 97

NOD13 fails, area group 95 will be unreachable,
with service impact to one POP. In contrast, if
the pair of nodes NOD20 and NOD23 fails, two
area groups (12 and 39) will be affected by the
outage, with service impact to 18 POPs.

3 The Markov Model

In this section, we present the discrete state
continuous time Markov modeling approach we
used to evaluate the impact of failures on the
system reliability.

We define as the Markovian state, S(t), the
list of nodes that have failed up to time ¢. For
example, if by time ¢, nodes NOD10, NOD19
have failed, the Markov model will be in state,

S(t) = (NOD10, NOD19).

Therefore, a node failure is represented in the
Markov model as a state transition. The tran-
sition rate between states is represented by the
failure rate of the node responsible for the spe-
cific transition. The initial state at time ¢ = 0
represents the situation where all the nodes are
fully operational.

For a two-node system, the Markov model of
Figure 2 has four states, while for a three-node
system, the Markov model of Figure 4 has eight
states.

For a large system with 72 nodes, the
full Markov model would have 4.4F21 states.
Therefore, we use in this paper a a Model sim-
plification, shown in Figure 3, that results in an
approximation of the estimated reliability. In
our approximation, we include in the Markov
model only those states that cause a service
outage after the occurrence of two node fail-
ures. In the model of Figure 3, we represent all
the node failures that cause a service outage
after the occurrence of two failures. As a re-
sult, instead of representing 4.4F21 states that
would be required for the full Markov model,
the Markov model, for 72 nodes, contains only
109 states. This is an approximation of the
reliability because we have discarded from the
model all states that are reachable by two-step
node failures and do not represent a service out-
age condition. In contrast, we have included
all states that are reachable by two-step failure
transitions and represent a service outage.
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Figure 2: Markov Failure Model

A failure that causes a POP group to be-
come unreachable is represented in our Markov
model by an end state (sink state). A sink state
is defined as a state that has only arriving tran-
sitions to it but no departing transitions.

Figure 2 displays the two-node system model
that illustrates the above concepts. State 1 in
Figure 2 represents the system with all com-
ponents working. State 2 represents a single
equipment failure. Similar to state 2, state &
also represents an equipment failure, but a dif-
ferent one. State 4, which is a sink state, rep-
resents a state where both nodes have failed.

Figure 3 displays the Markov chain that rep-
resents the approximation for a system with
72 nodes. The central state, labeled “Ok”,
models the system when all components are
working properly. The states surrounding the
“Ok” state represent the situation that occurs
when one node failure has occurred, but no
POP has become unreachable. The remaining
states, i.e., the sink states, represent the sit-
uation where more than one node failure has
occurred, and at least one POP has become
isolated.

The recommended approach for the solution

of Markovian models with sink states is to use
the transient solution method [15], which com-
putes the state probability distribution for a
certain mission time. In our reliability estima-
tion approach, we used the Tangram-IT [14] tool
transient solution method.
Tangram-II is a tool for analysis and simula-
tion. It has several different solutions tech-
niques implemented for both stationary and
transient analysis of Markovian models.

The failure rate values used are a combi-

nation of vendor’s data-sheets and the failure
rates estimated from the data collected during
the system reliability testing effort. For exam-
ple, in the cases where no failures would be ob-
served during the testing phase, the failure rate
used will be the failure rate provided by the
node equipment vendor. The computation of
failure rates using the vendor’s data and mea-
sured failure data is presented in Section 6.

4 Reliability Estimation

In [3], a domain-based reliability estimation ap-
proach for systems that could be modeled as
Markov-chains was introduced. The approach
introduced in [3] used a distance function to
incorporate service impact into the reliability
metric. In [4], the approach introduced in [3]
was applied to estimate the reliability for a
large industrial rule-based system. In this pa-
per, we extend the approach introduced in [3]
to estimate the reliability of a large industrial
system with several hundred POPs.

For this system reliability estimation effort,
we have defined a reliability estimation func-
tion that weights the probability of being at a
specific failure state 7 by the fraction of POPs
impacted by a service outage at state i. Equa-
tion 1 shows the proposed reliability estimation
function:

~  Npaal(t)
R(t) ! 21: <Pf(2) i Ntotal ) (1)

where Nyqi(2) is the number of POPs that
are impacted by the service outage represented
by state i, N¢orar is the total number of POPs,
and P(i) is the probability of occurrence of
the service outage represented by state i, for
mission time .

5 Estimating the Reliabil-
ity Estimation Error

The approach presented in Section 3 for
Markov chain modeling of large distributed sys-
tems was to include in the Markov model only
those states that are associated with a service
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Figure 3: Markov Model representing Seventy-Two Node System

outage caused by two-step node failures. In
our Markov modeling approximation, we took
advantage of the structure of our system net-
work topology to build the Markov chain model
shown in Figure 3.

In this section, we estimate the error intro-
duced by discarding states that represent node
failures that do not cause a service outage. We
compare the simple model of Figure 2, where
the states that were not in the direct path of a
service outage were discarded, with the Markov

-

g

\

@

Neois ) (Noois NODOS. NCDOS.
3 4 4

C
BSOS

model shown in Figure 4, where each state con-
tains three variables representing the state of
nodes A, B, and C respectively. In the Markov
model of Figure 4, 1 represents the situation
where the associated node is fully operational,
and 0 represents the situation where the asso-
ciated node has failed. For example, the state
(1,0,1) represents the situation where nodes A
and C are fully operational, while node B has
failed. As in the simple model, the system con-
tains a service outage, when both nodes A and



Figure 4: Markov Model with Three Nodes
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Figure 5: Two Node Reliability versus Mission
Time (h) for 1, 3, 7, 10 POP

B have failed; so, in this model, the sink states
that represent a service outage are (0,0,0) and
(0,0,1). These states are marked with bold cir-
cles in Figure 4.

Figure 5 presents the graph of the Reliability
metric versus Mission Time for the approxima-
tion approach shown in Figure 2. The two-node
model is obtained from the three-node model
by discarding states reached by two-step node
failures that do not represent service outages.
We have computed these plots using equation 1
to account for the number of POPs impacted
by the service outage.

For the purpose of demonstrating the impact
of service outages on the reliability metric, we
have used the values of 1, 3, 7, and 10 for the
number of affected POPs in Figure 5. The ac-
tual number of POPs affected by a node failure
in the system under study is shown in Table 1.

We have also computed the reliability for the
same 4 outage scenarios, but for the three-node
model to estimate the error introduced by our
approximation. For example, using 10 POP
service outage impact and 1000 hour mission
time, the approximation on the reliability was
estimated as 0.999955, while the actual relia-
bility was estimated as 0.999997.

Figure 7 shows the reliability approximation
for the number of affected POPs values of 1, 3,
7 and 10, for the large industrial system with
seventy-two nodes. We can see from Figure 7
that the reliability objective of 0.999 is met for
the evaluated values of affected POPS up to
600 hours of mission time. Therefore, for indus-
trial contracts where there is a requirement to
demonstrate a reliability objective, for a given
range of mission times, the approximation pre-
sented in this paper is very practical. In our ap-
proach, these approximations were computed
efficiently, taking about 5-10 seconds of CPU
time on a Dell 830 Laptop. The errors intro-
duced by the approximation of the reliability
were not significant to the industrial applica-
tion under study.

6 Summary of Approach

In this section, we summarize the reliability es-
timation steps presented in the previous sec-
tions.

The overall algorithm is as follows:

1. Using Equation 2 estimate the equipment
failure rate from: (a) estimates from the
vendor specification sheet and; (b) the
measured data equipment failure rate.

gy = Ml 2)
v m

where Ef is the estimated equipment fail-
ure rate, n f, is the number of failures mea-
sured by the vendor during its estimation
of the reliability, n f,, is the number of fail-
ures measured during the data collection
phase, t, is the time used to collect nf,,
and t,, is the time used to measure nf,,.

The new MTBF will be:

1
MTBF = 5 (3)
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Figure 6: Algorithm to Estimate Reliability

2. Input failure rate from Step 2 into Markov
model from Figure 3. After the data col-
lection period, scripts will extract the fail-
ure rate computed per Equation 2 for all
equipments.

3. Solve Markov model to obtain P;(7) using
mission time t=8 hours. The Tangram-II
tool will analytically solve the model using
a transient technique for a mission time
equal to 8 hours; the output will be the
set of state probabilities (Ps(7)).

4. Obtain N (i) from Tables 1 and 2. Tables 1
and 2 will be combined to calculate the
number of POPs that were service-affected
due to a specific failure (3).

5. Calculate reliability using Equation 1.

Figure 6 presents the algorithm used to cal-
culate the system reliability. The statistical
analysis uses a linear regression test to validate
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Figure 7: Seventy-Two Node System Reliabil-
ity versus Mission Time (h) for 1, 3, 7, 10 POP

the constant failure rate hypothesis. If the test
for constant failure rate fails, the algorithm it-
erates by filtering the data to eliminate outliers.
If a determination is made that further test is
required, the whole procedure is repeated.

7 Conclusions

We have presented an experience report of the
derivation of a computationally-efficient ap-
proximation of the reliability of a large indus-
trial distributed system that takes into account
the impact of node failures on service. We have
defined a reliability estimation function that
weights the probability of being at a specific
failure state by the fraction of points of pres-
ence impacted by a specific service outage.

In addition, we have defined a Markov
model that captures all two-step transitions
into service-affecting states and discards all
two-step or longer transitions into states that
are not service-affecting. Our approach takes
into account the structure of the system net-
work topology to derive a simple Markov chain
that is able to represent all two-step service
outages.

We have estimated the error of our approach
by building a two-node approximation for a
three-node system, and a three-node Markov
model that captures the full state transitions
of a three-node system. In addition, we have
computed the approximation of the reliability
for the large, seventy-two node industrial sys-



tem under study. The approximation shows
that for the range of parameters studied the
large industrial system will meet contracted re-
liability objectives.

Therefore, it is our experience that for large
industrial systems, where there is a require-
ment to demonstrate a reliability objective for
a given range of mission times, the approxima-
tion presented in this paper is very practical,
as the solution of full state problems is combi-
natorial with the number of states.

We have had limited experience with assess-
ing reliability for large industrial systems, as we
have applied our methodology to only one large
system. Therefore, we would like to apply our
methodology to additional industrial systems
to further validate its practicality.

In future research, we would like to develop
lower bounds for the reliability by capturing
additional situations where some nodes have
failed without having an impact at the service
boundary.
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